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(57) ABSTRACT

A method of determining an orientation of an object within
an image. The method determines the responses of at least
two classifiers in at least one region of the image corre-
sponding to the object. The classifiers have been trained to
identify a given object in different specific orientations. The
orientation of the object is determined as an average of the
specific orientations, weighted by the responses of their
respective classifiers.
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METHOD OF OBJECT ORIENTATION
DETECTION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority under 35 U.S.C. §119 to
GB Patent Application No. 1400941.9, filed Jan. 20, 2014,
the entire contents of which is hereby incorporated herein by
reference in its entirety.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a method of determining
the angle of orientation of an object in an image.

2. Description of the Related Technology

It is frequently desirable to estimate the angle or orien-
tation of an object in an image or video sequence with
respect to the camera. For example, the ability of a robotic
hand to grasp a three-dimensional object accurately depends
on its ability to estimate the relative orientation of that
object.

Various methods for determining the orientation angle of
an object are known in the art. For example, these methods
may extract a sparse representation of an object as a col-
lection of features such as edges and corners, and then
analyze the relative orientation of these features to deter-
mine an overall orientation angle for the object. However,
these techniques are often not robust to variations in object
shape and topography, or to variations in image quality such
as noise and non-uniform illumination.

SUMMARY

According to a first aspect of the present invention, there
is provided a method of determining an orientation of an
object within an image, the method comprising:

determining responses of at least two classifiers in a
region of the image corresponding to the object, the classi-
fiers having been trained to identify a given object in
different specific orientations;

determining the orientation of the object as an average of
the specific known orientations, weighted by the responses
of their respective classifiers.

The method classifies a region of an image according to
classifiers. Each classifier is trained to detect an object in a
specific orientation, the orientations of different classifiers
usually being different. The application of the classifiers to
the region produces a response for each orientation. The
responses are then used to produce a weighted average of the
various orientations. The resultant weighted average is a
more accurate determination of the orientation than typically
achievable by known methods. The determined orientation
is robust to variations in object shape and topography and
has a reduced sensitivity to variations in image quality.

The invention further relates to an apparatus for carrying
out the method and a computer program for determining the
orientation, which may be implemented in hardware of
software in a camera or computer.

Further features and advantages of the invention will
become apparent from the following description of preferred
embodiments of the invention, given by way of example
only, which is made with reference to the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a method for determining the orientation of
an object.
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FIG. 2 shows an image containing two objects.

FIG. 3 shows Haar classifiers for vertical and horizontal
lines.

FIG. 4 shows face detection using classifiers trained to
detect different orientation angles.

FIG. 5 shows a cluster of multiple regions corresponding
to one object.

FIG. 6 shows face orientation determination using a
weighted sum of multiple classifiers.

FIG. 7 shows an apparatus for implementing an object
orientation detection method.

DETAILED DESCRIPTION OF CERTAIN
INVENTIVE EMBODIMENTS

Object identification and classification is the process by
which the presence of an object in an image may be
identified, and by which the object may be determined to
belong to a given class of object. An example of such an
object is a human face in an image of a group of people,
which may be determined to belong to the class of human
faces. The object may be grouped in for example three
classes: a face oriented to the left, to the right, and to the
front of the image. An object in an image may be identified
and classified using one of many methods, well known to
those skilled in the art. Such methods include face detection
algorithms, histograms of oriented gradients, and back-
ground segmentation.

FIG. 1 shows schematically a method according to one
embodiment, in which the orientation of an object in an
image may be determined. A region in the image may be
determined to correspond to the object 101. The response of
two or more classifiers in this region may then be determined
102, the classifiers having been previously trained on images
of objects in different orientations. The orientation of the
object may then be determined 103 as a weighted average of
the orientations for which the classifiers have been trained,
the orientations being weighted by the corresponding clas-
sifier responses. The orientation may be expressed for
example as an angle with respect to a predetermined direc-
tion, such as the viewing direction, or as a vector.

FIG. 2 shows an image 201 containing objects 202, 203,
which may be human faces. An identification and classifi-
cation method may analyze multiple regions 204, 205, 206
within the image with a previously trained classifier, to
determine how closely they correspond to objects on which
the classifier has been trained. The regions may be obtained
by systematically scanning over the image, producing mul-
tiple regions of varying size and position. A region where the
classifier has a response larger than zero, may be a region in
which an object on which the classifier has been trained, is
present.

As an example, a first, second and third classifier may
have been trained on images containing faces oriented
towards the left, the right and the front of the image,
respectively. If a region gives a positive response for at least
one of these classifiers, the region will include a face. Hence,
region 206 in FIG. 2, which does not contain a face, will not
give a positive response for any of the classifiers. The
regions 204 and 205 include a face and will give a response
larger than zero for at least one of the classifiers. If the object
202 is a face oriented to the left and the object 203 a face
oriented to the right, the first classifier will determine a
higher degree of correspondence for the region 204 which
corresponds to a face oriented to the left than for the region
205 and the region 206 which do not contain a face oriented
to the left. In this manner, the identification and classifica-
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tion method may identify an object 202 as being located
within a region 204, and classify it as a face oriented to the
left.

According to one embodiment, a human face in an image
may be identified using a facial detection routine employing
a Haar classification scheme. This method involves the
analysis of a region of an image with a previously trained
classifier, to determine a response. For example, the entire
image or an identified region may be divided into multiple
zones, for example a grid of zones, with the response of
feature detectors being determined in each zone. The feature
detectors may, for example, be Haar edge detectors corre-
sponding to edges at various angles. FIG. 3 shows two Haar
classifiers, one for detection of vertical 301 and one for
detection of horizontal 302 edges. These are compared to a
zone within a region; for example the vertical edge Haar
classifier 301 will be more similar to a zone containing a
vertical edge between a light region and a dark region than
to a zone not containing such an edge.

Another type of classifier that can be used in the method
is a support vector machine. A support vector machine is a
known kind of classifier or algorithm used to compare part
of an image with a trained template and measuring the
overlap to decide if the object is there or not, as described
in for example the article ‘Support-Vector Networks’ by
Cortes and Vapnik, Machine Learning, 20, 273-297 (1995),
Kluwer Academic Publishers.

The response of each feature detector may then be com-
pared to an expected weight for that feature detector in that
zone, the expected weights being obtained by training the
classification routine on images containing known objects in
specific known orientations. An overall response can then be
calculated, which indicates the degree of correspondence
between the responses of the feature detectors and their
expected weights in each zone. Thus the classifier may
comprise multiple feature detectors.

A known method of face detection use a Haar classifica-
tion scheme, which forms the basis for methods such as that
due to Viola and Jones. Such a method may typically involve
the detection of a face in one or more poses, in this case a
face directed to the left, to the right, and to the front. The
method compares a region of an image with a previously
trained classifier to obtain a response which is in turn used
to decide whether a face is present in one of the target poses.

This response to a given pose is denoted as S,,. It is
obtained by defining a rectangular detection window con-
sisting of MxN zones. Each zone may cover one or more
pixels of the image. In each zone response values R, are
calculated based on a set of feature detectors. These may be
for example Haar edge detectors corresponding to edges at
0 (horizontal), 45, 90 and 135 degrees, H,, H,s, Hog, Hi55
respectively, such that for example the response at zone (m,
n) for ‘i’ degrees is

R, (m,n)=Conv(H,Image(m,n))

where Conv is a convolution, H, is the Haar filter kernel,
and Image is the image luminance data for the zone (m, n).

The training of the object detector produces a map of
expected weights for feature detectors in each zone for a
chosen pose: {Mpose,O(min)S Mpose,45(m5n)5 Mpose,QO(min)
and M, ,55(mn)}. Typically three poses are trained for:
Front, Left and Right.

In each zone (m,n) a score P is assigned for each feature,
representing the likelihood that the feature is present, with
increasingly large positive values indicating an increasing
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likelihood that the feature is present, while increasingly
negative values indicating an increasing likelihood that the
feature is not present:

P s SH)=ZR (1, 10)* M, (1,12)

ose,i

Finally, the response S, of a trained object detector

within the given detection window is

SposeZnl pose.H)

The detection window may cover the entire image or a
selected part of the image.

In a typical method a cluster of detections is used to detect
an individual object in the image, each detection corre-
sponding to a different offset of the window position with
respect to the object and/or a different size scale as further
described below.

The classification scheme may alternatively use, for
example, the well-known techniques of an AdaBoost algo-
rithm, a support vector machine, or a k-nearest neighbor’s
algorithm.

The response quantifies the degree of correspondence
between the region of the image and the trained object. For
an example, the method may employ classifiers for faces
directed to the front, to the left and to the right of the image.
FIG. 4 shows three orientations of a head, namely right-
facing 401, front-facing 402, and left-facing 403. In each
case a classifier corresponding to the relevant orientation has
been used to identify a region 404, 405, 406 of highest
response corresponding to a face in that orientation.

According to some embodiments, several regions may
correspond to a single object in the image, with the various
regions being offset from each other in position and size
within the image. This is shown in FIG. 5, which depicts an
image 501 containing an elliptical object 502, which may for
example be a human face. The region 503 may have the
highest classifier response, but typically a high response, i.e
a response larger than zero, will also be observed for
multiple other regions 504 which are close in size and
position. These multiple regions with high response may be
taken together as a ‘cluster’. The weighted average is
calculated over all regions of the cluster, which may improve
the accuracy of the determined orientation.

In the prior art, such a response determines the presence
or absence of a particular object: a response>0 is typically
interpreted as a detected object while a response<( is
typically interpreted as the absence of the object. For
example, a response<0 for all classifiers would imply that no
face is present, whereas a response>0 for the left-facing
classifier and response<Q for the right-facing and front-
facing classifiers would imply that a face is present and
oriented towards the left of the image. However, this may
not be sufficiently accurate: for example, manipulation of a
robot hand to grasp an object may require an accuracy of the
orientation within a few degrees.

The accuracy may be improved relative to that achieved
by known methods by constructing a weighted average of
the orientation angles of each classifier, the orientation
angles being weighted by the response of that classifier. A
specific orientation for which a classifier has been trained
may be referred to as a ‘pose’, for example left-facing and
right-facing. For a number of poses, each pose having
orientation angle 6,,,,, weighted by a corresponding classi-
fier response S this weighted average A may be

pose’

expressed mathematically as



US 9,483,827 B2

E SposeBpose

pose

2 Spose

pose

A=

where the sums exclude poses where S,,,,,<0; i.e. poses
not present are excluded from the weighted averaging opera-
tion. In other words, the weighted average excludes specific
orientations of classifiers having a response smaller than
zero. The parameter A is the orientation of the object as
determined by the method, expressed as an angle.

In the embodiment in which a cluster of multiple regions
is identified for each image, all of the regions within each
cluster may be included within the weighted average. If the
response of the j member of a cluster of multiple detections
corresponding to a given pose is termed S, ., the weighted
average over all poses may be expressed mathematically as

E Spase, jpose

pose,j

A=
2. Spose,j
pose,j

where the sums exclude the poses where S, <0.

A weighted average constructed in this manner may
typically be accurate as an estimate of the orientation angle
to within a few degrees. FIG. 6 shows an image of a head
601 oriented partially to the front and partially to the right
of the image. Classifiers corresponding to different orienta-
tions have been used to identify multiple regions 602
corresponding to high responses for different orientation
angles. The orientation of the head 601 lying within the
region of strongest response 603 may thus be determined as
a weighted average. In this case, the orientation angle is
determined to be 68 degrees.

An apparatus for carrying out the above described method
is shown in FIG. 7. An image is input 701 to a processor 702
and a memory 703 which includes computer program
instructions. The instructions are configured to cause the
processor to determine the orientation of an object in the
image in the manner described above. The orientation is then
output 704. The apparatus may for example be implemented
in a camera or computer, and the image may be input from
a camera sensor or from a memory. The output may for
example be to a screen, or stored in memory.

The invention may be implemented in a computer pro-
gram product comprising a non-transitory computer read-
able storage medium having computer readable instructions
stored thereon, the computer readable instructions being
executable by a computerized device to cause the comput-
erized device to determine the orientation of an object in an
image in the manner described above.

The above embodiments are to be understood as illustra-
tive examples of the invention. Further embodiments of the
invention are envisaged. For example, the method is not
only applicable to facial detection algorithms, but may be
used to determine the orientation of any object which
classifiers can be trained to detect in two or more orienta-
tions. The method can be used for determining the orienta-
tion of a single object in an image but also for the orientation
of multiple objects in an image. The images may be still
images or frames of a video. In the latter case the method can
be used to provide a time evolution of the orientation of an
object in the video. The invention may also be implemented
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in hardware or software, for example in a camera or com-
puter. It is to be understood that any feature described in
relation to any one embodiment may be used alone, or in
combination with other features described, and may also be
used in combination with one or more features of any other
of the embodiments, or any combination of any other of the
embodiments. Furthermore, equivalents and modifications
not described above may also be employed without depart-
ing from the scope of the invention, which is defined in the
accompanying claims.

What is claimed is:

1. A method of determining an orientation of an object
within an image, the method comprising:

determining responses of at least two classifiers in at least

one region of the image corresponding to the object, the
classifiers having been trained to identify the given
object in different specific orientations; and
determining the orientation of the object as an average of
the specific orientations, weighted by the responses of
their respective classifiers, excluding specific orienta-
tions of classifiers having a response smaller than zero.

2. The method according to claim 1, comprising identi-
fying the at least one region as a region with a response
larger than zero of at least one classifier.

3. The method according to claim 1, comprising identi-
fying the at least one region using a face detection algorithm.

4. The method according to claim 1, comprising identi-
fying a cluster of regions for the object,

the cluster comprising at least two regions with a response

larger than zero for at least one classifier, the regions
having at least different sizes or different positions
within the image;

and in which the weighted average is calculated over all

regions of the cluster.

5. The method according to claim 1, in which at least one
of the classifiers is a Haar classifier.

6. The method according to claim 1, in which at least one
of the classifiers is a k-nearest neighbor’s algorithm.

7. The method according to claim 1, in which at least one
of the classifiers is a support vector machine.

8. Apparatus for processing an image, the apparatus
comprising:

at least one processor; and

at least one memory including computer program instruc-

tions,

the at least one memory and the computer program

instructions being configured to, with the at least one

processor, cause the apparatus to perform a method of

determining an orientation of an object within an

image, the method comprising:

determining responses of at least two classifiers in at
least one region of the image corresponding to the
object, the classifiers having been trained to identify
the given object in different specific orientations; and

determining the orientation of the object as an average
of the specific orientations, weighted by the
responses of their respective classifiers, excluding
specific orientations of classifiers having a response
smaller than zero.

9. A non-transitory computer-readable storage medium
comprising computer-executable instructions which, when
executed by a processor, cause a computing device to
perform a method of determining an orientation of an object
within an image, the method comprising:

determining responses of at least two classifiers in at least

one region of the image corresponding to the object, the
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classifiers having been trained to identify the given
object in different specific orientations; and

determining the orientation of the object as an average of
the specific orientations, weighted by the responses of
their respective classifiers, excluding specific orienta- 5
tions of classifiers having a response smaller than zero.
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